Chapter 11: 

NS 6.0 Scalability

When Notification Server is installed, it is set up to run in a small (test) environment. This lets you 

learn the features of Notification Server and experiment with changing its settings before you 

implement it into your working environment. After you are comfortable with Notification Server, 

and depending on the size of your environment, you can change these settings to fit a small, medium, or large company.

The topics in this section focus on scalability in a large environment. However, this information can be useful in helping you determine settings for a small and medium size environment. 
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Definition of a Large Environment

Before digging in to specific configuration recommendations, it is important to point out that there 

is no strict definition for large environments. The following points should be considered in 

determining if you can take advantage of these settings: 

1 What is the server capacity of the Notification Server computer? 

A slow server (or server with other processes besides Notification Server [and IIS and SQL 

supporting just NS] eating cycles) means fewer Altiris Agents per server would be required to 

consider it a 'large environment'. 

2 Are the Altiris Agent computers connecting by LAN, WAN, or dial-up? What is the mix? 

Slower connections mean that fewer Altiris Agents per Notification Server are required to 

consider it a 'large environment'. 

3 What Altiris Solutions are being run from the Notification Server? 

Each solution takes more processing. 

4 What is the frequency of operations on the Notification Server?

Consider the quantity of Software Delivery tasks, Inventory Solution scans, Application 

Metering, Application Management, and Deployment Solution tasks. The more frequently 

operations occur, the greater the Notification Server load.
As far as this Scalability section is concerned, a 'large environment' is considered to be 2000 or more LAN-connected Altiris Agents.

Upgrading Notification Server in a Large Environment

Because the Altiris Agent has the ability to store data locally if it is unable to connect to a server, 

and then to forward the data after the connection is restored, a Notification Server upgrade (which 

requires the server to be down) can create a significant workload for the Notification Server in the 

days immediately following the upgrade. 

After a Notification Server upgrade or install, do not turn on the Altiris Agent upgrades policies, 

Application Metering, and Carbon Copy all at the same time. Allow time for the Notification Server 

to settle down and for the Altiris Agents to get their backed up data to the Notification Server (a day or two). After the Notification Server is upgraded, make a collection with just a couple of computers. Set the Altiris Agent upgrade policies to this collection, let them run and see what happens. Then turn one Altiris Agent upgrade policy on and then the others. 

Note: If the Notification Server is in a steady state and you are just adding incremental computers, 

it should be fine to turn all Altiris Agent upgrade policies on at once.

Configuring Notification Server for Large Environments

The following three things utilize Notification Server computer resources:

.Altiris Agent Settings Policies on page 87 - The Notification Server sends Altiris Agent 

Settings policies to Altiris Agents on a schedule. 

.Events on page 88 - In a large environment, you have a large number of events getting sent 

from the Altiris Agents to each Notification Server. If you have 1000 Altiris-enabled computers 

and each one sends 10 events, you will have 10,000 events coming in to the Notification Server. 

.Schedules on page 89 - On the Notification Server, schedules update collections and Primary 

User Generation. If you have 1000 Altiris-enabled computers, each schedule needs to evaluate 

1000 records when updating collections.

When you work with large environments, these three areas should be looked at and adjustments 

made according to your needs. Most customer performance issues come with Events (NSEs) and 

Schedules.

Altiris Agent Settings Policies

The Altiris Agent periodically performs Altiris Agent Settings policy requests. Notification Server 

comes with several Altiris Agent Settings policies and you can create more according to your needs.

The Notification Server has the ability to cache Altiris Agent Settings policy requests. Notification 

Server can process 300-500 Altiris Agent Settings policy requests per minute due to this caching.

Altiris Agent Settings policy requests are originally set for every 15 minutes. It is recommended that this be changed to 12 hours for large environments. For information on how to change these times, see Altiris Notification Server Help.

The default is to report Basic Inventory every day. In a large environment, one Basic Inventory 

update per week should be fine, if there are no compelling reasons to do otherwise. You can have different Altiris Agent Settings policies for different groups of Altiris-enabled computers. For example, if you have 1000 computers, most would be fine to send Altiris Agent Settings policy requests every 6-12 hours. However, you might have some computers that you would want to be more responsive, such as servers. You could set up an All Servers collection and set it to 

send Altiris Agent Settings policy requests every hour or even sooner, depending on your needs. 

You do this by doing the following:

1 Make sure you have a collection that is mutually exclusive to the collections that are used by all 

of the other Altiris Agent Settings policies. If you need to, create a new collection. For information on how to do this, see Altiris Notification Server Help.

2 Create an Altiris Agent Settings policy. 

IMPORTANT: When creating an Altiris Agent Settings policy, make sure you target a collection 

that has resources that are not in a collection that any other Altiris Agent Settings policy uses. 

For example, Notification Server comes with an Altiris Agents Settings policy which applies to 

the All Desktop Computers (excluding .Package Servers.) collection. If you set up an Altiris 

Agent Settings policy and apply it to a collection called All Windows NT, you will need to make 

sure that no computer is found in both the All Desktop Computers (excluding .Package Servers.) 

collection and the All Windows NT collection. If the same computer is in both of these 
collections, you will not be able to determine which policies the Altiris Agent gets when it 

performs an Altiris Agent Settings policy request. The two collections need to be mutually 

exclusive.

See Also Altiris Notification Server Help

Events

Notification Server receives events (NSEs) from Altiris Agents regarding Software Delivery, 

packages, log on, inventory, and so forth. Notification Server then processes the NSEs and puts them in the Notification Database. Notification Server places inventory NSEs directly into the 

Notification Database.

Each Notification Server has four event queues. The regular event queue (EvtQueue) holds NSEs that contain inventory data and data from solutions. The fast event queue (EvtQFast) holds NSEs that contain status messages. These queues are file queues. If these queues fill up, the Altiris-enabled computers each have a file queue that store the NSEs until they can be sent. For a discussion on NSEs and file queues, see Altiris Agent and Notification Server Event Queues on page 70. 

This queuing system allows for the processing of a large number of NSEs (file queues max out at 

around 64,000 files per directory). However, in large environments there may be times when 

Notification Server gets overwhelmed with NSEs. This may happen when you upgrade solutions, 

send a new version of a package, send new Software Delivery tasks, or send new agent rollouts. 

The two things you can do when your Notification Server gets overwhelmed are:

. Adjust the Queue Sizes. (See Altiris Agent and Notification Server Event Queues on page 70.)

Change the registry settings that indicate how large the event queue is allowed to grow. By 

default these are set for .5 GB and 20,000 files. In a large environment, increase to 2 - 5 GB and 

30,000 to 40,000 files.

. Discard the NSEs that you determine to be less useful. This should only be done when your 

Notification Server is getting overwhelmed. The process of turning off the capturing of Notification Server events is described below.

Notification Server gives you the ability to control what NSEs get captured. To select which events are captured, go to the Notification Server Event Capture section of the Advanced Settings page on the Configuration tab view of the Altiris Console. By default, all captured events are selected for processing. If your Notification Server gets overwhelmed by NSEs, you can disable the capture of the events that you do not need. 

The Advanced Settings page displays the events (by type) that the Notification Server may receive.

The following are guidelines for deciding which events to disable:

. On small and medium size environments, we do not recommend that you disable the capture of 

any events unless you are having problems. 

. We do not recommend disabling the capture of any events that are useful to you.

. For large environments, disable the capture of whatever events you do not need. For example, if 

you do not use Software Delivery Solution, disable the capture of AeX SWD events. The events 

on the Advanced Settings page are captured by default so you will receive necessary information 

regarding the Notification Server internal rollout (such as for basic inventory and application 

metering). 

. If something goes wrong and the Altiris Agents start producing a lot of events and your 

Notification Server starts getting overwhelmed, first disable the capture of the events that are 

getting sent in abundance. 

. Out of the events on the Advanced Settings page, if you have Software Delivery Solution 

installed, the AeX SWD events are the events that should be most relevant to you. If something 

goes critically wrong with your system, we recommend you disabling the capture of all other events first. From the Altiris Agent, you can filter out Software Delivery events either per package or per Software Delivery task. 

. Per package - On the Package Properties page, in the Advanced tab view, select or clear the check box for Enable Package Status Events. If this check box is cleared, then no events will be captured for this package.

. Per Software Delivery task - On the Software Delivery task Properties page, in the Advanced tab 

view, select or clear the check box for Track the status events for this task. If this check box is 

cleared, then no events will be captured for this Software Delivery task.

These individual Package and Software Delivery task filters are not an override for the event 

filtering on the Advanced Settings page. If you have the individual package or Software Delivery task set to capture its events, and you have set up on the Advanced Settings page to discard those types of events, the events will not get captured. The event capture settings on the Advanced Settings page take precedence. 

See Also Altiris Notification Server Help

Altiris Agent and Notification Server Event Queues on page 70

Schedules

Notification Server updates all Standard Collections data on a regular schedule. When this happens, the Primary User inventory data is also updated. If you have many computers on your network, the whole update could take some time. Collection Update and Primary User Generation are the most processor intensive schedules. The following two sections will help you plan the update schedule if you have a large environment. The update intervals can be changed on the Advanced Settings configuration page.

Primary User Inventory

When you first install or upgrade to Notification Server, the Primary User inventory data will not 

exist for any computer and will need to be generated for all computers. Since the data needs to be completely generated the first time, the process will take longer. After the data has been generated the first time, the process takes less time because it is only an update, not a complete generation.

Each time the Standard Collections Update Schedule runs, it spends no more than 20 seconds each minute generating Primary User inventory data for as many computers as possible. It does this until all data is gathered. Each 24 hours, the Primary User inventory data is updated. The time interval can be overwritten by changing the following registry entry:

HKLM\SOFTWARE\Altiris\eXpress\Notification Server\Primary User Update\Update Interval 

(min)

For Example:

If you have 20,000 computers, and your Notification Server can gather data for 300 computers 

in 20 seconds, it would take around 67 minutes to gather the Primary User inventory data on all 

computers. (Remember that Primary User inventory data is only gathered for 20 seconds per 

minute.)The default is for Primary User Generation to be disabled. You should keep it disabled unless you want to use Primary User data.

Standard Collections Update

The Standard Collections are updated on a regular basis according to the Standard Collections 

Update Schedule. An update is required if any of the following are true (the following are default 

times - they can be changed on the Automatic Collection Updating configuration page):

. Any resource has reported new inventory more than 5 minute since the last update.

. Any resource has reported updated inventory more than 30 minutes since the last update.

. More than 240 minutes has passed since the last update.

Standard Collections Update recommendations for a large environment are:

. New Resource Collection Update Schedule - The default for this setting is every 5 minutes. It 

is recommended that this schedule be increased to 30 minutes.

. New Inventory Collection Update Schedule - The default for this setting is 30 minutes. It is 

recommended that this schedule be increased to 2 hours.

. Always Refresh Collection Update Schedule - The default for this setting is 4 hours. It is 

recommended that this schedule be increased to 2 days.

The following registry setting for the Standard Collections Update Schedule is found at 

HKLM\SOFTWARE\Altiris\eXpress\Notification Server\Collections Update:

Last Run Date - Contains the last date and time collections were updated.

The Task Scheduler wakes up the Collection Update schedule every 1 minute (by default). The 

Collection Update schedule checks to see if it is time to run either New Resource Collection Update, New Inventory Collection Update, or Always Refresh Collection Update. If it’s not time, the Collection Update schedule goes back to sleep. 

WARNING: It is not recommended that you change the Task Scheduler settings unless you have 

performance issues.

DispatcherThrottleDelay Registry Key

For large environments, it is recommended that you add a registry key for DispatcherThrottleDelay (see Registry and Configuration Settings on page 104).

This is a Registry Key that can be added on the Notification Server computer. The number is how 

many milliseconds to wait between events. This is useful if you have a continuously busy system 

and want to slow it down. It is particularly useful when there will be a heavy load of running reports and administering items during the day, as it will make the console respond faster. 

Note: This registry setting is not added at installation time. You must manually create it when it is 

needed. Start with a value of 5 to see if it makes things work pretty well without slowing down dataloading very much. Then adjust the value according to your needs and the results. If most of the work takes place overnight, when fewer computers are reporting inventory, etc., there is no need to leave it turned on, as it is not necessary. 

NS Dispatcher Service Threads

When Notification Server is installed, the NS Dispatcher Service is set up to create up to 5 threads that process events. These 5 threads are shared between the regular event queue (EvtQueue) and the fast event queue (EvtQFast). If this is limited to 2 or 3 threads, you may get better performance in a large environment. It is recommended that you experiment with the number of threads to see what is right for your environment. A registry setting called MaxDispatchThreads controls the number of threads that the NS Dispatcher Service uses.

See Also

Altiris Agent and Notification Server Event Queues on page 70

Registry and Configuration Settings on page 104

Notification Database

For best performance, it is recommended that you have the SQL Server and the Notification Server on the same computer and the same hard drive.

The following are recommended placement of Operating System, Notification Server, and related 

components on your computer if you have 2 or 3 hard drives.

Recommendation 1 (if you have 3 drives)

. Drive C . Operating System, SQL Server, and Notification Server

. Drive D . Notification Database and log files

. Drive E . Operating System page file

Recommendation 2 (if you have 2 drives)

. Drive C . Operating System, SQL Server, Notification Server, Operating System page file

. Drive D . Notification Database and log files

Whatever drive the Notification Database is on will have many fragmented files, so it is 

recommended that it be on a separate drive as the SQL Server and the Notification Server.

See Also

Altiris Notification Server Help

Log Files. on page 109

Purging Events

Most events that are received by the Notification Server are sent to the Notification Database. 

Notification Server gives you the ability to purge events from your Notification Database 

periodically. The default is for event purging to be turned off. 

However, for large environments, it is recommended that you purge events on a regular basis. How often depends on your needs. Thirty days is appropriate for large environments, but you could make this shorter or longer while keeping in mind the following:

. Large environments produce many events. The more events that get produced, the larger your 

Notification Database is. The larger your Notification Database is, the less responsive it is when 

running reports.

. This will not purge individual Solution events, just events associated with Notification Server. 

Each Solution should have an option to purge its own events.

. Excessive purging of events may lead to incomplete report data.

See Also

Purging Maintenance in the Altiris Notification Server Help

Package Servers

If you have a large environment and you use Software Delivery packages, you are encouraged to set up some of your Altiris-enabled computers as Package Servers. This lets Notification Server run more efficiently.

See Also

Altiris Notification Server Help

Package Servers on page 58

Understanding and Improving Inventory Forwarding in a Large Environment

In an environment where there are thousands of Altiris-enabled computers reporting to first-level 

Notification Servers which then report to second-level Notification Servers, and which could be 

forwarded again, there are a number of issues which need to be taken into account if successful data forwarding is to be achieved.
Key Understanding

When the Altiris Agent is acting as an agent only, and it receives the 'Queue Full' message from the Notification Server it communicates with, it starts queuing the files it has to report to the Notification Server so they can be sent later. 

When the Altiris Agent is acting as a relay agent to the next level Notification Server, this does not 

happen because there is no need to queue data that will be regenerated the next time around. (The last forwarded timestamp is not updated unless the Notification Server has successfully submitted the inventory message to the target Notification Server.)

Best Practices

. Do not use the default recommendation to forward Basic Inventory every day. 

What this means for inventory forwarding (when all groups/classes are selected) is that each 

computer's data is going to be forwarded every day because some inventory has changed. 

Inventory is usually forward at the rate of 4 - 6 full computer records per minute. Taking 5 as an 

average means only 7200 computer's records can be forwarded in a day. If you have more 

computers and Basic Inventory causes you to forward all records every day, it will never get 

done. 

Forwarding starts with the lowest numbered Computer ID that the collection query returns 

and continues incrementally to the highest numbered Computer ID. So if inventory forwarding 

is not completing, it will usually be the newest computers added to the Notification Database that 

won't get forwarded (because they will have the highest Computer ID numbers). The collection 

evaluates whether the computer has new inventory before handing the list over to the forwarding 

process.

In large environments, Basic Inventory can safely be gathered only once a week (or less). Basic 

inventory items do not change often and the Altiris Agent forwards a Basic Inventory out of 

schedule if something major changes.

. Increase the queue size on Notification Servers receiving forwarded inventories. 

Both the size (kb) and file number (registry values .MaxFileQEventCount.=dword:00004e20 

and .MaxFileQSize(KB).=dword:0007d000) should be increased. However, make sure you do 

not set the size as larger than your hard disk. Simply adding a '0' to the standard 512000 will 

increase the file size from 1/2GB to 5GB. File count is 20,000 by default. While you will only 

see a negative performance impact when you get close to 65,256; be conservative and start with 

30,000 or 40,000. The count increase may not be necessary, but it should not hurt anything either.

. Spread out the inventory tasks by using AeXRunControl in either the weekly or monthly mode 

(if you have Inventory Solution installed). Using AeXRunControl, you can set the Inventory task 

to run every day but randomize when it is carried out and reported (to avoid having all the 

computers trying to report their data to the Notification Server at the same time). In this case, 

even though the policy may be set to run every day, it would only actually run what was in the 

Command Line on the day that it randomly selected. It also delays a random number of 

seconds set by /d:min-max (/d:1-3600 would be one second to 1 hour).

AeXRunControl /rndschedule KEYNAME .enclose the standard commandline of 

the package here. <Weekly|Monthly> <RangeMin> <RangeMax> /d:min-max 

See the AeXRunControl /? if you have any questions and try it in a quick test. See the Altiris 

Inventory Solution Reference.

. Do not use all five of the default Inventory tasks (if you have Inventory Solution installed). 

Generally two (Inventory (Software) and Inventory (CleanBeforeRun, Full)) are sufficient if 

they are run in a user context that has no problems gathering the hardware, software, or serial 

number inventory. If the user is not an administrator, you will need three tasks. Run the main two 

as Administrator. The Exchange agent needs to be run as the user to be successful.

. Set the forwarding schedule to be fairly frequent (even hourly). 

You might want to do this if the upper level Notification Server regularly goes into the 'Queue 

Full' state and generates forwarding stops or other errors that stop forwarding. Even if a 

forwarding job is already occurring, having the schedule start again should not be a problem. 

Note: When forwarding restarts, if the collection is not a limited collection such as suggested 

above, it will have to evaluate all the computers fitting the collection query again.

. Exclude Notification Server-side generated inventory classes/groups

Classes such as Primary User will be regenerated at the upper level Notification Server. Exclude 

them from forwarding by removing them from the all inventory classes option when creating the 

Inventory Forwarding rule.

Other Notes

. Do not use newer Inventory Solution agents (5.5 or newer) with old-version (5.1.2 or older) 

Notification Servers. 

This is not supported. The newer Inventory Solution agents create different styles of XML code 

in the NSEs and NSIs, which, among other possible things, will not forward properly between 

NS 5.1.2 servers. The first level Notification Server may load the data, but the forward will 

generally have corrupt XML code in the forwarded inventory file.

. Forwarding is started by a schedule and the item in the scheduled tasks folder will generally show 'running' as long as the task is running. 

. The speed of forwarding will be slowest when the full forward occurs (first time forwarding), as 

well as when the monthly CleanBeforRun Software Delivery tasks run (which will also cause a 

full inventory to be forwarded).

. In almost all cases, the outgoing inventory files are actually larger than the incoming files. This 

happens because if Inventory Solution reports/removes the inventory rows for a particular 

computer from a particular group/table, then in order for this to replicate up the chain, a group 

class XML definition without any data rows needs to be sent to the next level Notification Server 

to clear the data rows for that computer. As a result, the forwarded inventory files include the 

Group Class XML definition for each table selected for forwarding, even if the computer does 

not have any inventory in that table.

General Scalability Notes

. Do not run your Notification Policies or Reports too often, especially if the reports take a long 

time to run. This puts a load on the computer. If a report takes two minutes to run and you set up 

for the report to run every minute, the report will always be running and will use up most of your 

CPU time.

. The items discussed in the Scalability sections are suggestions for companies running over 1000 Altiris-enabled computers. Remember that the more you increase response times, the less 

responsive the Notification Server is. For example, if you back off the Standard Collections 

Update to every 5 minutes, it will be up to 5 minutes before changes to the inventory get reflected 

to the collection membership. Out of the box, these settings are quite responsive so you can see 

the changes for testing and demonstration purposes. It will take some experimenting to find the 

right responsiveness for your needs.

. Make sure the Notification Server is optimized for 'Maximized data throughput for network 

applications'. To do this, from the Control Panel open Network and Dial-up Connections. Right-

click on the network connection, then click Properties. In Components checked are used by this 

connection, select File and Printer Sharing for Microsoft Networks, then click the Properties button. 

Select Maximize data throughput for network applications, then click OK.

. Try adjusting your paging file size for increased performance. You can increase your paging file 

size as well as add more paging files. See the paging file information on the Microsoft Web site.

